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Abstract
Classroom sensing systems can capture data on teacher-student behaviours and interactions at a scale far greater
than human observers can. These data, translated to multi-modal analytics, can provide meaningful insights to
educational stakeholders. However, complex data can be difficult to make sense of. In addition, analyses done on
these data are often limited by the organization of the underlying sensing system, and translating sensing data into
meaningful insights often requires custom analyses across different modalities. We present Edulyze, an analytics
engine that processes complex, multi-modal sensing data and translates them into a unified schema that is agnostic
to the underlying sensing system or classroom configuration. We evaluate Edulyze’s performance by integrating
three sensing systems (Edusense, ClassGaze, and Moodoo) and then present data analyses of five case studies of
relevant pedagogical research questions across these sensing systems. We demonstrate how Edulyze’s flexibility
and customizability allow us to answer a broad range of research questions made possible by Edulyze’s translation
of a breadth of raw sensing data from different sensing systems into relevant classroom analytics.

Notes for Practice

• Classroom sensing technologies are instrumental in systematically capturing the dynamics between
instructors and students. Each system has a distinct data structure, making integrating and extending new
sensing systems complex.

• Edulyze introduces an analytics platform that processes multi-modal sensing data and translates it into a
unified schema that is agnostic to the underlying sensing system.

• Edulyze serves as a foundational tool for pedagogy researchers and instructors. It allows them to bridge
various data streams and explore correlations among different metrics of teaching practices, student
engagement, and learning outcomes.
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1. Introduction
Instructor behaviours, both verbal and non-verbal, contribute to student engagement and learning. When students feel noticed
and cared for, they pay more attention and try harder at learning (Woolfolk & Brooks, 1985; Fredricks et al., 2004). Instructors
often know that both their verbal and non-verbal behaviours impact students; however, they have no easy way to maintain an
awareness of these behaviours while they are teaching, especially because they are ephemeral and difficult to recall.

While classroom observation and self-reports are most widely used in research to study the impact of instructor behaviours
on student engagement (Andersen et al., 1979), these labour-intensive and often inaccurate approaches do not scale. Ubiquitous
computing offers one path forward. It can serve as extra sets of eyes and ears, capturing multi-modal data on instructor and
student actions, facial expressions, gestures, gaze, and speech at a scale and precision far beyond the capability of human
observers (Ahuja et al., 2019; Martinez-Maldonado, Mangaroska, et al., 2020; Martinez-Maldonado, Echeverria, Schulte,
et al., 2020; Sümer et al., 2023). Furthermore, using video capture tools for professional development allows educators to
revisit and reflect on specific teaching moments, enhancing their self-efficacy and thus enabling a more deliberate practice of
effective teaching strategies (Fong et al., 2019). Ubiquitous computing can capture the interplay between instructors’ actions
and student reactions, providing rich data for instructor self-reflection to share with a community of practice and providing
insights for further pedagogical research (Alzoubi et al., 2021; Li et al., 2010; Oviatt, 2018). Some existing systems track
instructor and student physiological data (Gao, Marschall, et al., 2022), interaction with classroom materials (Saquib et al.,
2018), and instructor gaze and movement around the classroom (Ahuja et al., 2019; Martinez-Maldonado, Echeverria, Schulte,
et al., 2020).

While incorporating these powerful and ubiquitous sensing systems in the classroom presents a great opportunity for
understanding how teacher-student interactions can influence learning outcomes, there are two major challenges in deriving
value from these types of instructor-student sensing systems that researchers could address. The first is gleaning insights from
low-level sensing system data. While multi-modal sensing systems are ubiquitous and can collect a breadth of data types,
making sense of data from multiple sources is challenging for instructors (Oviatt, 2018; Yan et al., 2022). The second challenge
is organizing the diverse data and building around the context of classroom interactions. Data collection and analysis from
sensing systems remains complex (Cukurova et al., 2020; Oviatt, 2018; Ochoa et al., 2016). Typically, sensing systems collect
data over single interaction modalities (e.g., Moodoo (Martinez-Maldonado, Echeverria, Schulte, et al., 2020) collects location
data, and n-Gage (Gao et al., 2020) captures physiological data like heart rate). These sensing systems can provide a richer
set of insights if combined, since engagement and class activity involve multiple modalities interacting with each other; e.g.,
combining data from Moodoo (instructor’s location) and n-Gage (students’ physiology) can help in understanding how an
instructor’s use of classroom space impacts students’ engagement. However, each sensing system employs a unique data
structure, preventing different systems from integrating data and easily adding new sensors and sensor stream data (Foster et al.,
2024). These challenges motivate our research questions:

RQ1: How might we organize diverse and heterogeneous sensing system data across different systems and modalities?

RQ2: How might researchers use this aggregated data to answer relevant research questions about instructor-student behaviours
and engagement?

In this paper, we present Edulyze1, which provides a unified schema to structure processed classroom data across various
behaviour modalities. Motivated by prior work in instructors’ data interests and relevant data in understanding student
engagement, we developed a set of case studies that show how Edulyze’s data and visualizations might be used to answer
questions about instructor behaviours, student behaviours, and the interaction between instructor and student behaviours.
These analytics are built into Edulyze, which is configurable, modular, and extensible by design and allows researchers to
add additional behavioural modules or extend the output schema without requiring customization of the underlying Edulyze
architecture. To demonstrate Edulyze’s performance and usability, we collected and analyzed data from three classroom sensing
systems, Edusense (Ahuja et al., 2019), ClassGaze (Ahuja et al., 2021), and Moodoo (Martinez-Maldonado, Echeverria, Schulte,
et al., 2020), to demonstrate (a) the breadth and diversity of the features and data created by Edulyze and (b) the simplicity by
which these data can be analyzed and visualized into insights in Edulyze to help answer these questions and pose new ones.
These analytics allow educational stakeholders, such as researchers, to investigate pedagogically relevant questions.

Notably, Edulyze is agnostic to underlying sensing frameworks and customizable without the need to develop custom scripts
for analyzing various modalities of data. This independence from sensing frameworks helps in two ways. It allows systems
researchers to focus on building better classroom sensing frameworks without worrying about the modality of data presented to
instructors, and it lets pedagogy researchers use off-the-shelf sensing systems and extend Edulyze to push the boundaries of
learning sciences. Our goal with the design of Edulyze is to enable the concept of the quantified self or personal informatics

1Edulyze Repository: https://github.com/edusense/edulyze
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into teaching, which would enable instructors, researchers, and other stakeholders to answer ever-increasing questions about the
effect of teaching behaviours and practices on student learning and engagement. We make the following contributions:

• We present Edulyze, a system that combines data from various classroom sensing systems to generate analytical insights
about classroom behaviours and presents a unified schema to structure processed classroom data.

• We implemented the Edulyze system and evaluated its performance with three state-of-the-art classroom sensing systems
(Edusense, ClassGaze, and Moodoo) to show that Edulyze can efficiently process heterogeneous data across a variety of
sensing modalities.

• Finally, we provide open-source resources and present five case studies to show how researchers might use Edulyze to
analyze and visualize multi-modal classroom analytics to further learning science.

2. Related Work
The research challenge in measuring student engagement is that verbal and non-verbal behaviours are fleeting. Prior research on
the impact of teaching behaviours on student engagement traditionally relied on human observations and self-reports (Andersen
et al., 1979). However, human observation is time-consuming and reliant on the availability of observers, and self-reports
can be inaccurate and subject to bias (Martinez-Maldonado, Schulte, et al., 2020; Pryor et al., 1977). Classroom sensing
systems can not only increase the temporal fidelity of observation of classroom behaviours but also capture a wide variety of
relevant behavioural metrics. Wearable sensing systems use inexpensive, lightweight sensors worn in the classroom to measure
physiological metrics or movement. For example, wearable devices such as wristbands and headsets can measure heart rate and
other physiological proxies for student engagement (Gao et al., 2020) or predict teacher activity and classroom orchestration
(Prieto et al., 2016). Some wearable sensing systems, such as Moodoo (Martinez-Maldonado, Echeverria, Schulte, et al., 2020)
and Sensei (Saquib et al., 2018), can track individual movements to provide information about how instructors move about their
classrooms and interact with students. Audio and camera-based systems have the benefit of wide-area sensing without the need
for wearing sensors. For instance, EduSense (Ahuja et al., 2019) uses a pair of cameras affixed to opposite walls to collect
various multidimensional classroom data. Such data can be used to monitor classroom behaviours such as gaze (Ahuja et al.,
2021; Mangaroska et al., 2018), posture (Karen Chen & Gerritsen, 2021), students’ hand raises (Ahuja et al., 2021), and facial
expressions (Sümer et al., 2023) in static, inflexible classrooms such as lecture halls.

These multi-modal classroom analytics from sensing systems can provide instructors with a nuanced picture of fleeting
student and instructor behaviours for further reflection and improvement (Martinez-Maldonado, Mangaroska, et al., 2020;
Rodrı́guez-Triana et al., 2016; Martinez-Maldonado, Schulte, et al., 2020; Cukurova et al., 2020). However, numerous
challenges remain in practice. Specifically, many multi-modal analytics systems are not sustainable or scalable because they
require a large amount of reconfiguration in order to develop usable analytics (Yan et al., 2022). In addition, unifying data
from multiple sensing systems is challenging due to the need for synchrony across data sources (Foster et al., 2024). As a
result, these multi-modal analytics systems are learning-design specific (e.g., Ochoa et al., 2018, for small-group presentations)
and not adaptable to new contexts (Yan et al., 2022). In particular, the complexity of low-level multi-modal data can make it
difficult to synthesize data into meaningful insights (Cukurova et al., 2020). While multi-modal analytics may be most useful
when captured by a variety of sensing systems and sources, data collection and analysis are often built upon custom code or
for specific contexts (Oviatt, 2018), leading to challenges in unifying and synchronizing data across different data sources
(Foster et al., 2024). Additionally, a recent deployment study of multi-modal learning analytics (MMLA) in the classroom
reported that teachers suggested a detachable architecture and a desire for minimal technical support in maintaining MMLA
systems (Martinez-Maldonado et al., 2023), which shows a need for more flexible systems for ease of use and analysis. Edulyze
presents a breadth of analytics data that relates to both spatial pedagogy and non-verbal behaviours that can help instructors and
other stakeholders gather insights about the relationship between these behaviours and student engagement.

3. System Design
Two key goals of Edulyze are to enable structured processing of raw sensing data received from classroom sessions and to
derive higher-order insights about the classroom environment and instructor/student behaviours. To better understand what
instructors wished to know about their non-verbal teaching behaviours, we conducted semi-structured interviews with eight
college instructors who were assigned to teach in instrumented classrooms. We introduced them to the concepts of classroom
proxemics, gaze, and immediacy. Next, we probed them for insight into which non-verbal behaviours they found interesting.
Instructors expressed interest in viewing their own and their students’ non-verbal behaviours, as well as the correlation between
the two. Specifically, they highlighted the importance of student data related to engagement, attentiveness, and focus, as
ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported
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Figure 1. High-level overview of Edulyze, highlighting the key components. (i) Classroom sensing systems provide input to
Edulyze, which is (ii) aggregated, preprocessed, and restructured in location, gaze, and audio information on instructor and

students. (iii) This information is processed by Edulyze analytics modules to generate classroom analytics and (iv) stored as a
unified Edulyze schema. Data from the Edulyze schema can be fetched using Edulyze API and (v) used to answer
pedagogically relevant questions by various stakeholders, such as instructors, pedagogy researchers, and university

administrators.

indicated by gaze and body positions. Instructors also wanted detailed insights into their own behaviours, including how much
time they spent in different classroom areas and activities and how their gaze patterns affected student engagement. Based
on our interviews and findings from prior work (Ahuja et al., 2019; Martinez-Maldonado, Echeverria, Schulte, et al., 2020),
we conclude that gaze, location, and audio data of instructors and students are important for measuring instructor and student
behaviours in classrooms. We also observe that a wide variety of prior classroom sensing systems provide raw sensing data that
can be translated to either gaze, location, or audio modality, making them compatible with Edulyze (more details in Section 3.1).

Figure 1 illustrates the high-level architecture of Edulyze. It consists of four key components: (i) Data Input layer for
interfacing with classroom sensing systems to collect, preprocess, and restructure data; (ii) Edulyze Analytics layer, which
comprises analytics modules to compute behavioural features using the preprocessed data from the Data Input layer; (iii)
Edulyze Schema to represent the output from all analytics modules in a unified manner; and (iv) Edulyze Datastore and
API, which provides a RESTful interface for posting data to the Edulyze datastore, from which it can be queried by various
stakeholders to study pedagogy-related questions. In this section, we present each of these components in detail.

3.1 Data Input Layer
Classroom sensing systems use various modalities to collect timestamped data (see Section 2). For example, camera systems
capture 5–30 FPS video, while audio systems sample microphones at 44 kHz (Ahuja et al., 2019). Systems measuring spatial
information track instructor, student, and object locations instantly (Martinez-Maldonado, Echeverria, Schulte, et al., 2020).
Systems determining posture measure changes in body part positions over time (Martinez-Maldonado, 2019). Attention-focused
systems measure viewing angle changes (Ahuja et al., 2021). Audio systems capture amplitude data to infer interactions and
activities (Donnelly et al., 2016; Schlotterbeck et al., 2021). Fundamentally, these systems output timestamped sensor values,
enabling analysis of classroom environments and behaviours.

Based on these observations, we designed a unified format for taking input from a variety of sensing systems. This common
representation comprises a list of (timestamp, frame) pairs, where the frame is defined as a set of key-value pairs containing
information about people and objects in a classroom at a given time instant. Location input comprises location information
(x,y,z) coordinates of instructors, students, and classroom objects (e.g., board, podium, projector wall). To incorporate people’s
posture information, we allow fine-grained location information to be specified for body key points (head, hand, knee, etc.)
for each detected person in the frame. Gaze input comprises viewing angle information in terms of yaw (horizontal rotation),
pitch (vertical tilt), and roll (sideways tilt) of the head for instructors and students. Audio input accepts raw audio signals
across multiple audio sources (channels) with meta-information (e.g., sampling frequency, audio codec). To streamline the
ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported
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integration of various data inputs into a uniformly structured format, Edulyze provides a DriverInterface with implementation
support. New sensing systems can seamlessly connect with Edulyze by constructing a single Python script, typically no more
than a few lines of code, which converts their sensing system output to the required input for Edulyze. For illustration, past
implementations, such as Moodoo, required approximately 250 additional lines, while Edusense needed about 350 lines for
data preprocessing. Information in these formats from various data sources is compiled in a list of ordered, timestamped frames
for instructor and students separately. As a pedagogy tool, Edulyze follows a configurable design to support various runtime
optimizations. It is primarily designed for event-based execution, which can get triggered as soon as new classroom sessions
are recorded and processed from underlying sensing systems. It can also be run manually on a single class session or multiple
sessions, constituting an entire quarter- or semester-long course in bulk.

3.2 Edulyze Analytics Modules

Table 1. Set of core analytics modules developed for Edulyze.
Input Analytics Module Description Motivation and pedagogical relevance
Type

L
oc

at
io

n

Object Interaction: Instructor inter-
actions with objects in the class-
rooms (podiums, boards, etc.)

Cheong Yin Mei (2017) finds that instructor interaction with relevant
objects in the classroom may influence teacher-student rapport.

Movement Metrics: How much time
does the instructor spend moving or
standing still in a class?

Martinez-Maldonado, Mangaroska, and colleagues (2020) find that
teacher stops and movement throughout the classroom can provide in-
sights into how they interact with students during class.

Principal Movement Direction: The
directions and frequency of move-
ments by the instructors (moving
across board or podium, class centre
or podium, etc.)

Instructors expressed an interest in understanding their principal move-
ment over time (Xhakaj, 2021; White & Gardner, 2013).

Top Locations: Top five locations in
class for instructors

Where an instructor primarily moves about a classroom can reveal
patterns in their spatial pedagogy (Martinez-Maldonado, Echeverria,
Schulte, et al., 2020).

Head/Body Movement: Instructor
and student head/body movements
and gestures

Student head movements and body positions can be an indication of
engagement (Bosch et al., 2016; Andersen et al., 1979).

Seating Arrangement: Student seat-
ing topography in class (facing front,
in a circle, in small groups, etc.)

Where students sit in class may impact engagement and provide infor-
mation to instructors about how to best engage their students (Xhakaj,
2021; Gao, Rahaman, et al., 2022).

G
az

e

Principal Gaze Direction: Where in-
structors/students look most often

Gaze is an important metric of engagement and immediacy (Kuang et al.,
2024). Gaze patterns can help instructors understand how they are using
gaze within the classroom (Mangaroska et al., 2018).

Prolonged Gaze: Where instructors
direct their gaze for extended peri-
ods of time (at slides, students in
front, etc.)

Instructors expressed interest in knowing how much they directed their
gaze toward or away from students for periods of time. Instructors who
look away from students for extended periods of time may be seen as
more distant (Kuang et al., 2024; White & Gardner, 2013).

Location-Specific Patterns: How in-
structor/students’ gaze patterns vary
based on where they are standing

Instructors expressed interest in knowing how their positioning affected
student gaze (Xhakaj, 2021). Mutual gaze patterns are also indicators of
student engagement and learning (White & Gardner, 2013, 2013).

Aggregated Gaze Metrics: Overall,
where the majority of students are fo-
cusing (at instructor location, look-
ing down, toward board, etc.) in
class

Because gaze might serve as a proxy for attention (Sümer et al., 2023),
instructors wanted to know how their own gaze affected students’ gaze
as a proxy for attention.

Audio Silent vs. Non-silent Periods: De-
tecting short and long periods of
silence between lectures or discus-
sions in class

These data can show how much verbal interaction and back-and-forth
occurs between instructors and students (Gerritsen, 2018; Sedova et al.,
2019).
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Motivated by prior work in learning research, we selected a set of analytics modules to answer pedagogically relevant
questions about instructor behaviours, student behaviours, and interactions between student and instructor behaviours. Previous
explorations of classroom sensing systems for instructors show that instructors expressed interest in understanding their own
teaching habits, such as egalitarian gaze, question asking, and engagement with students in different parts of the classroom
(Xhakaj, 2021; Alzoubi et al., 2021). Instructors also expressed interest in understanding student behaviours in response to their
teaching behaviours to see the effectiveness of different teaching strategies and practices (Xhakaj, 2021; Alzoubi et al., 2021).
Student behaviours such as hand raise (Si et al., 2019), head movement and posture (Sümer et al., 2023), and student gaze (Ahuja
et al., 2021) can serve as proxies for student engagement and learning. Allowing various kinds of classroom sensing systems
introduces heterogeneity in data rates across various types of raw information. For example, Moodoo (Martinez-Maldonado,
Echeverria, Schulte, et al., 2020) captures location information every second, whereas EduSense (Ahuja et al., 2019) extracts
location information at 2–5 seconds of granularity based on the number of people in the classroom. One way to address these
challenges is to aggregate information across time periods and use these results to study spatiotemporal trends. Inspired by
prior work on manual classroom observation protocols (e.g., COPUS; Smith et al., 2013), we divide each session into a set
of two-minute time periods, called blocks, with all data from start to end of the block processed at the block level. We use
this derived information to get higher-order insights across blocks in a session or across different sessions for the same course,
which in turn can be used to compare behaviours across different courses. Table 1 summarizes the set of analytics modules we
developed for gaze, location, and audio modalities and also presents the motivation behind the development of these modules
from prior literature.

Location Modules We implemented six analytics modules using raw location data from instructors, students, and classroom
objects (see Table 1). We classified instructors’ head interactions with boards or podiums based on proximity within one
and a half object lengths to an object’s bounding box, tailored to accommodate varying camera distances in classrooms. For
instructor movement metrics, we used the method proposed by Martinez-Maldonado, Echeverria, Schulte, and colleagues
(2020), which is grounded in the notion of spatial pedagogy and defines instructor stop as a sequence of positioning data points
that are a short distance apart in space and time (Lim et al., 2012). These interactions and movements are aggregated at block
levels as proportions of time spent interacting versus moving. Principal movement directions are analyzed by collecting point
clouds of instructor locations during a block, followed by principal component analysis to determine movement dynamics with
explained variance. We also analyze instructors’ and students’ head and body movements by tracking absolute pixel changes
and calculating minimum, maximum, and average movement metrics over a session block. This captures overall patterns and
allows for analysis of student engagement through their movements and use of space (Bosch et al., 2016). Lastly, we assess
classroom transitions by evaluating how quickly students settle and use silhouette analysis and k-means clustering to analyze
seating patterns, determining student clusters and their classroom distribution per block.

Gaze Modules We implemented four gaze-specific analytics modules (see Table 1), using raw gaze data (roll, pitch, yaw)
and head locations of instructors and students. The back camera captures the instructor’s gaze, while the front camera records
student gazes. Modules like principal gaze direction and prolonged gaze derive directly from these raw data, providing insights
into attention patterns. For aggregate gaze metrics, we assess the focal points of the classroom collective per session. Due to
differing camera perspectives, direct comparison of raw gaze angles between instructors and students is impractical. To address
this, we compute categorical gaze directions (up/down, left/right, front/back) from raw values for a broader comparison of gaze
interactions. These data are aggregated by block for instructors, individual students, and groups, enhancing our understanding
of how gaze patterns correlate with the instructor’s location throughout the session.

Audio Modules We developed an audio preprocessing pipeline that converts raw audio from multiple channels into Mel-
frequency Cepstral coefficients (MFCC) and Mel spectrograms for chunks of 4,000 samples, i.e., 250 ms converted into
the frequency domain across 128 bins, providing 4× 128 values per second. Audio data can provide rich information on
classroom behaviours. However, we encountered notable challenges in using detailed audio features, largely due to widespread
environmental noise and ethical issues related to processing speech information. Our empirical experiments also confirmed that
ambient audio lacks the robustness needed to provide a solid foundation for deriving dependable engagement metrics. As a
result, we simplified our approach to primarily concentrate on detecting silence and speech while preserving a structure that
supports the addition of more analytic modules for future research projects. For silence detection, we use featurized audio
to aggregate spectrogram data at block levels and clustering to identify periods of low amplitude across all frequency bins.
This block-level clustering adapts to different classroom noise backgrounds, and post-processing merges these to identify
silence periods. We tested this with 15-minute segments from five diverse sessions, manually verifying silence at one-second
intervals. Our module demonstrated 85% accuracy, 75% precision, and 70% recall in detecting silence, based on analysis of
approximately 4,500 data points.
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{
"id": "4f793e67-7f98-4ba6-9a9c39e9a6ae",
"keyword": "CS13_BG10_20201001_123000",
"metaInfo": {

"pipelineVersion": 2.1.0,
"analysisStartTime": 1652198965,
"totalRuntime": 127.6,
...

},
"debugInfo": {},
"secondLevel": [{

"secondInfo":{},
"audio":{},
"gaze":{},
"location":{},

},...],
"blockLevel": [{

"blockInfo":{},
"audio":{},
"gaze":{},
"location":{},

},...],
"sessionLevel": {

"audio":{},
"gaze":{},
"location":{},

}}

Figure 2. Top level of Edulyze schema showing data
aggregation for different sensing modalities (audio, gaze, and

location) at different granularities for a single session.

{
"blockInfo": {
"unixStartSecond": 16522000165,
"blockLength": 120,
"id": 10},

"audio": {
"silenceFraction": 0.8,
"teacherActivityType": "lecture",
...},

"gaze": {
"instructor": {
"gazeDirection": 124.5,
"principalGaze": {
"direction": "left",
...},

...},
"student": {}

},
"location": {
"instructor": {},
"student": {
"ids": ["S5", "S8", ...],
"isSettled": [true, true, ...],
"maxHeadEntropy": [128.5,180.9,...],
"seatingArrangement": "front_facing",
...}

}}

Figure 3. A snippet of block-level information from the
Edulyze schema showing detailed output(s) from audio, gaze,

and location modules.

3.3 Edulyze Schema
One of the challenges with learning pedagogy research is the heterogeneity in the organization of output data from various
sensing and processing modules. As a part of Edulyze, we created an extensible schema to represent session-level analytic
data from classrooms. We characterized the output data generated from the various analysis modules in Edulyze to create a
comprehensive and unified schema, written and validated using the Schema library in Python. Edulyze’s schema organizes
output from all analytics modules into a hierarchical tree format. Information at each level is stored so that partial queries
can be made. For example, Edulyze allows access to different parts of sessions individually rather than requiring all of the
session data to be accessed in one go, which is computationally expensive and considerably slower. Based on our current
block-based design, we finalized three different categories of information aggregations: (i) the second level, which is a proxy for
instantaneous features, incorporating raw information within a second; (ii) the block level, which is a way to broadly understand
what is happening in different parts of a session; and (iii) the session level, which contains information compiled for complete
sessions (see Figures 2 and 3). At each aggregation level, information is further separated based on the type of observation (or
different behaviour modalities), such as gaze- or audio-related information (see Table 1). Once all of the analysis modules have
been executed, Edulyze restructures the results from each of them into a predefined schema and runs a schema validation check
to ensure that no unexpected data are posted to the final schema. Any schema updates due to changes in the output type or
the addition of new modules are allowed with version updates in Edulyze, and our datastore server (see Section 3.4) can store
different versions together and allow querying from runs from any of the pipeline versions.

3.4 Edulyze Datastore and APIs
The Edulyze datastore, implemented in GoLang, uses MongoDB, a NoSQL database, to maintain all processed data following
the Edulyze schema, including analytic outputs. We provide a RESTful API for data insertion by processing and analysis
modules and a GraphQL API for complex, efficient data queries. Each classroom session is uniquely identified by a course
code, semester, date, time, and location and stored in individual MongoDB collections for streamlined search and organization.
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Figure 4. Time taken by various components in Edulyze over different session lengths.

Basic access control is implemented to restrict data access to authorized individuals only, enhancing security. We opted for
GraphQL over the usual REST API due to its ease of use and expressive querying capabilities, allowing specific field requests
in a single endpoint. This approach avoids the inefficiency of REST APIs, which either deliver complete data sets or need
multiple endpoints for different data slices, thus optimizing computational efficiency in fetching analysis-specific data.

4. Implementation and Evaluation

We implemented Edulyze in Python (see footnote 1, page 298), integrating a wide variety of behavioural modules for classroom
learning analytics. We focus on enabling learning pedagogy research on classroom data collected from a number of classroom
sensing systems with minimal programming efforts using a general-purpose, high-level language. In order to support multiple
Edulyze pipelines executing in parallel and provide flexibility of single or multiple (if needed) storage servers, our Edulyze
datastore and its API are implemented separately in GoLang.

We created input driver interfaces to translate the output of different sensing systems to the Edulyze input format. Using our
input driver interface, we created drivers for three different sensing systems, (a) EduSense (Ahuja et al., 2019), which uses
OpenPose’s vision library to extract instructor/student location information from a raw image frame; (b) ClassGaze (Ahuja
et al., 2021), a gaze-tracking module developed based on face localization and 3D Dense Face alignment in images; and (c)
Moodoo (Martinez-Maldonado, Echeverria, Schulte, et al., 2020), which uses sensors worn by instructors to track their location
through classroom sessions.

We execute the Edusense and ClassGaze pipelines on data collected from our sensing system apparatus, which consists
of a two-camera setup affixed to face the front and the back of the classroom that records independently to capture instructor
and student data simultaneously. For Moodoo, we used the open-source data collected over 18 laboratory sessions across a
single lab course, which consists of location information (x,y coordinates) for instructors throughout sessions. We hand-coded
the location of the whiteboard and the podium relative to raw location data for all classrooms to enable modules that give
semantically meaningful interpretation rather than just coordinates (e.g., instructor at board vs. the podium).

In Figure 5, we characterize the processing time (in seconds) taken by the various components of the Edulyze analysis
pipeline. Note that our current Edulyze pipeline is designed to use a single CPU core without any multi-threading. To benchmark
Edulyze modules, we execute it on a 64-core machine configured with 100 GB of RAM. The Edulyze datastore server is also a
virtual machine connected to the same network switch to provide data access to fetch frame-level data. Since Edulyze primarily
aggregates and processes data from frames, we measure the average time it takes to analyze sessions of different durations.
Figure 5 shows that as session length increases, the overall time to run the entire Edulyze pipeline also increases proportionally.
Focusing on the time breakdowns among different Edulyze modules, the three that take the most time are “fetch and formatting
video data,” “gaze analysis,” and “location analysis.”
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Figure 5. Time taken by various components in Edulyze over different session lengths.

Table 2. Summary of course data collected with example courses from dual camera setup.

Course Type No. of Courses Example Courses in the Category

Applied 9 Seminar/Project Courses, SE For Startups, Designing Educational Games
Theory 11 Intro. to Anthropology, Microeconomics, Calculus, Modern Chemistry

Language 2 Elementary French, Fables and Stories from Chinese Civilizations

5. Edulyze Use Cases for Classroom Analytics
We now present several exemplary research questions to demonstrate the breadth of data Edulyze can collect and process and
the concrete insights that could be drawn from these data. These use cases are inspired by relevant research questions and are
motivated by prior work, as stated in Section 3.3. After briefly reviewing our data collection process, we present how Edulyze
enables analysis across various dimensions: short- and long-term temporal analyses (over single and multiple class sessions),
spatial analyses (how teachers and students use classroom space), and analysis across courses (by course category or type).

For the camera-based sensing pipelines (Edusense and ClassGaze), we selected data from over 20 courses from three
different semesters (spring, summer, and fall) at a mid-sized university in the United States. All data collected are from courses
held prior to the COVID-19 pandemic. We carefully annotated these courses based on their descriptions and handpicked them
from a pool of a total of 50+ courses from which we had video data to ensure diversity in course types, use of different physical
classrooms, average session lengths, hours of student engagement, count of sessions, and count of students attending the
course. To categorize course types, we used the course descriptions and course titles to label courses as “theory,” “applied,” or
“language.” Table 2 shows a short summary of course data collected based on category and sample course titles. For Moodoo,
we used their open-source dataset from 18 laboratory sessions from a single course (Martinez-Maldonado, 2020). Each lab
exhibited one of three possible learning designs: (i) a prescribed lab, in which all students had to do the same experiment
following a step-by-step guide; (ii) a project-based lab, in which students were asked to formulate a testing project; and (iii) a
theory-testing lab, in which the teacher set up four or five experiments, and students had to move to one experiment at a time
and predict the outcome of each without further guidance (Martinez-Maldonado, Echeverria, Schulte, et al., 2020). One benefit
of analyzing data across different sensing systems is that we can ask the same research questions across different courses and
contexts.

Understanding Instructor Movement in Class/Lab Sessions Instructor movement around a classroom can reveal patterns
about their spatial pedagogy strategies (Martinez-Maldonado, Echeverria, Schulte, et al., 2020). Figure 6 shows an example of
a single course session in which this particular instructor shows periodic movement patterns, i.e., low movement followed by
high movement, which suggests that the instructor is switching between going over the lecture content and then engaging with
students regarding the content. Similarly, Figure 8 shows an example of a single lab session in which the instructor shows
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Figure 6. [Edusense] Changes in instructor movement over
each block in a language class session.

Figure 7. [Edusense] Comparison of teacher movement
density over different types of courses, showing the

distribution of movement intensity for different parts of
classroom sessions across all sessions in the course.

Figure 8. [Moodoo] Changes in instructor movement over
each block in a theory lab.

Figure 9. [Moodoo] Comparison of teacher movement
density over different types of labs, showing the distribution

of movement intensity for different parts of classroom
sessions across different types of labs.

high movement during the beginning of the lab session in comparison to the end of the lab sessions, which suggests that the
instructor is helping students set up experiments and then letting them work on their own. Researchers may be interested in
looking at instructor movement across different types of courses or lab sessions as well. Figure 7 shows the variation in teacher
movement during different parts of a class session for a theory, an applied, and a language course. Figure 9 shows the variation
in teacher movement over different kinds of lab sessions for a single course. From these data, a researcher might be able to draw
inferences about how course content might influence course activities and overall instructor movement in class. Instructors also
mentioned interest in knowing how much time they spend in different parts of the classroom. Together, these data can help
answer research questions about how instructors use the physical classroom space over time and across course activities in
different class contexts and classroom configurations.

Interaction with Board/Podium in Class/Lab Sessions How instructors interact with relevant objects in the classroom (e.g.,
the board or podium) can influence instructor immediacy (Hesler, 1972). Instructors also mentioned interest in knowing how
much time they spend at the board or podium in class. Figure 10 and Figure 12 show the time an instructor spends at the board
or podium for a single class session and lab session, respectively. For this particular class session, the instructor spends most of
the first half of class at the board and the second half at the podium, suggesting different types of teaching activities, such as
writing on the board and then lecturing. For the lab session, the instructor spends very little time at the board or podium for
most of the time, except at the start of lab sessions when students are settling down and during the middle of the session, which
shows that most of the time is spent interacting with students. Figure 11 and Figure 13 show the proportion of time instructors
spend at the board and podium across multiple sessions, which can give insights into the longitudinal distribution of class/lab
activities. For a closer look at where instructors move throughout the classroom, Figure 14 shows a representation of principal
movements in a classroom over multiple sessions to show an instructor’s movement patterns. These data can help researchers
and instructors draw inferences about an instructor’s classroom orchestration and use of classroom objects.

Instructor Gaze Patterns Researchers may be interested in understanding student gaze patterns across different classroom
contexts as well. Figure 15 shows the proportion of time an instructor directs their gaze at students during verbal interactions for
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Figure 10. [Edusense] The proportion of time for each block
in a class session that an instructor spends at the

board/podium.
Figure 11. [Edusense] The proportion of time the instructor
spends at the board/podium for multiple sessions of a course.

Figure 12. [Moodoo] The proportion of time for each block
in a theory lab session that an instructor spends at the

board/podium.

Figure 13. [Moodoo] The proportion of time the instructor
spends at the board/podium for multiple theory labs.

a single class session. The figure suggests that the instructor predominantly looks at students while speaking. The time that the
instructor looks away from students while speaking is brief, which suggests that eye contact with students is prevalent and may
point toward the instructor’s pedagogical strategy of maintaining direct gaze and eye contact with students. Variation across
multiple class sessions may hint at different activities occurring during particular class sessions. For instructors’ professional
development, these data may provide an explanatory visualization for noticeable differences in student behaviour or engagement.

Student Gaze Patterns and Head Movement Student head movement and gaze can also be proxies for engagement and
attention (Bosch et al., 2016; Sümer et al., 2023). As an example, Figure 16 shows the fraction of students who look down
throughout a single class period. These data can reveal when most students are attentive during lecturing or when students
might be synchronously taking notes. Instructors expressed interest in whether student gaze follows their gaze in the classroom.
Mutual gaze patterns between teachers and students can show greater student engagement (White & Gardner, 2013). Figure 17
shows times when a majority of students are sharing this specific instructor’s gaze during a single class session. This may help
instructors understand where students are directing their attention and whether they are sharing joint attention (e.g., all students
looking at slides).

Comparisons across Course Types Researchers may be interested in how instructor behaviours differ depending on the
context of the class. Meta-data, such as the class type, can be included as part of Edulyze’s input to analyze metrics according
to these categories. For example, Figures 18 and 19 show the amount of time instructors in a theory, an applied, and a language
course spend at the board and podium during different sections of the class. Researchers might draw conclusions about the
type of class activities that instructors in each of these categories of classes might conduct based on these data. Instructors or
professional development consultants might also use these data to understand how different instructors use different teaching
strategies depending on the content of the course.

6. Discussion & Future Work
In addition to describing the implementation of our Edulyze system, we have also presented analyses for a set of example case
study questions across three different sensing systems and different classroom contexts that may be of interest to pedagogical
researchers. Here we discuss implications for future sensing and analytics systems.
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Figure 14. [Edusense] The principal movement patterns for
the instructors across multiple class sessions in a course.

Figure 15. [ClassGaze] Instructor gaze patterns during
student interactions in a single class session.

Figure 16. [ClassGaze] Fraction of students looking down in
a single class session over time.

Figure 17. [ClassGaze] Fraction of time that a student’s gaze
is following the instructor’s gaze.

6.1 Relevant Classroom Analytics for Educational Stakeholders
Edulyze bridges the gap in understanding classroom behaviours and their impact on learning and engagement through multi-
modal data analysis (Worsley, 2018; Oviatt, 2018; Cukurova et al., 2020). This paper showcases a subset of research questions
that can be explored using Edulyze, offering a starting point for researchers to correlate different data sources to learning
outcomes and engagement. The platform’s scope for this study enables multi-modal classroom data analyses to address
pertinent research queries. The flexibility of Edulyze extends to different stakeholders who can harness the system’s adaptability
to investigate a broader spectrum of inquiries. For instance, course type as meta-data could reveal how content influences
classroom interactions. Stakeholders might integrate additional meta-data like student achievement or teacher evaluations to
probe various research dimensions. School administrators could leverage these data for institutional queries such as optimizing
space and classroom configuration (Vujovic et al., 2022) and understanding environments conducive to learning by merging
student performance, physiological measures, and multi-modal data. While traditional classroom sensing systems provide
pre-set metrics (Alzoubi et al., 2021; Martinez-Maldonado, Echeverria, Schulte, et al., 2020; Xhakaj, 2021), Edulyze’s
configurability allows instructors to adopt the role of researchers, defining their own variables to explore teaching strategies and
their impacts on student engagement. This could include analyzing performance across multiple courses or testing different
instructional approaches. Future work involves translating data into actionable insights, potentially developing “sandbox”
interfaces for instructors to experiment with tailored analytics (Martinez-Maldonado, Echeverria, Nieto, & Buckingham Shum,
2020; Alzoubi et al., 2021; Xhakaj, 2021).

Through our case studies, we also demonstrate Edulyze’s feasibility for collecting and processing multi-modal data from
different classroom environments. One limitation of existing systems is that they are tied to the physical layout or context of
the setting in which they are deployed (e.g., laboratory-based classrooms; Martinez-Maldonado, Mangaroska, et al., 2020;
Martinez-Maldonado, Echeverria, Schulte, et al., 2020), limiting the generalizability of the analysis. Edulyze’s analytics engine
can process similar data outputs for a variety of courses in a variety of classroom layouts, as demonstrated by the several classes
in which Edulyze was deployed. By collecting a variety of relevant data under a unified processing schema, researchers can
draw associations and connections between several variables. Interested stakeholders could use Edulyze on top of other existing
sensing systems to process and interpret whatever low-level data are available without the need to build an entirely custom
analytics engine for that particular system.
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Figure 18. [EduSense] Comparison of instructors’ board use
over different types of courses, showing the distribution of

instructors’ use of the board at the start, middle, and end of a
class across all sessions in the course.

Figure 19. [EduSense] Comparison of instructors’ time at
the podium over different types of courses, showing the

distribution of instructors’ time at the podium at the start,
middle, and end of a class across all sessions in the course.

6.2 Analytics for Understanding Conversational Dynamics
Our setting was pedagogical research within classrooms, but the core of Edulyze’s data is conversational dynamics and
interaction, both verbal and non-verbal. Researchers interested in understanding interactional behaviours in any conversational
setting could benefit from Edulyze’s analytics engine. Within the classroom, how teachers use silence as a strategy could give
insight into in-class participation and discussion (Alerby, 2020). Teachers could use these analytics for equity goals related to
distributed participation and attention for all students (Reinholz & Shah, 2018). Outside of the traditional classroom, these
multi-modal analytics could be useful in professional learning, especially in professions where interaction with others is a
vital aspect of success. For example, recent work has explored the use of multi-modal analytics in helping medical students
improve their non-verbal behaviours (Liu et al., 2016) and psychotherapists improve dialogue with clients (Hirsch et al., 2018).
Edulyze’s flexible and extendable analytics could allow interested stakeholders to correlate different types of data to answer
interesting questions, promote reflection, and gain insights into professional performance. This is a ripe area for future work
since the issues of scale present in professional development for education exist across domains as well.

6.3 Limitations and Future Work
We focus on Edulyze’s analytics processing and the data it outputs for researchers interested in questions regarding classroom
behaviour, student learning, and engagement. Edulyze provides human-interpretable insights across multiple dimensions, but
users might still need some technical competence to process output from Edulyze based on their own needs. Future work could
examine how to design visualizations for instructors or professional development professionals to make sense of multi-modal
classroom analytics. Also, our current analytical focus within Edulyze has predominantly catered to traditional classroom setups
where an instructor leads from the front and students are organized in rows or clusters. This configuration is prevalent and
provides a straightforward framework for data collection and analysis by establishing a clear primary focal point. However, this
configuration might not capture the full scope of interaction dynamics present in more informal or variably structured learning
environments. Future research can focus on adapting the system to function effectively in diverse physical settings, thereby
widening our understanding and enhancing the utility of learning dynamics analytics in various educational contexts. Our scope
in this paper is audio, gaze, and location inputs, because these are the inputs most stated within our motivating prior work and
based on the availability of open-source data from classroom sensing systems. Other inputs, such as physiological measures,
could also provide rich data about engagement and learning. An area for future work could be incorporating these different
data inputs, which would enable a broader set of research questions for analysis. Further, setting up the underlying sensing
system can be resource-intensive (Ahuja et al., 2019), which might be a bottleneck in constrained settings. This paper presented
a demonstration of Edulyze’s capabilities and potential value for researchers and other stakeholders to analyze multi-modal
classroom analytics. Future work could investigate what value these stakeholders find in Edulyze’s analytics through empirical
evaluations or further user interviews. Similarly, another area for future work is analytics for students and what data would be
meaningful for them.

7. Conclusion
In this paper, we describe Edulyze, a novel MMLA system that provides meaningful insights to a variety of educational
stakeholders. Edulyze is motivated by prior work in learning research and MMLA. It translates data from multiple sensing
systems with a unified schema, allowing for customizable and configurable analytics without the need to create extensive
analysis scripts and custom programs for each sensing system. We demonstrated Edulyze’s utility through six real-world
example case studies using data collected from 250 sessions across 25 courses. Through our analyses, we highlight the breadth
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and flexibility of Edulyze’s data processing schema for enabling researchers and other educational stakeholders to make
sense of raw classroom sensing data in real-world classrooms at scale.
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